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Osnova

» Uvod - vyuZiti virtualizace pro instalaci Linuxového
serveru

e Zabezpeceni Linuxového serveru - HOSTS,
HOSTNAME, IPTABLES a vzdalena sprava

* Nasazeni, konfigurace a zabezpeceni weboveho
serveru a redakcniho systému

e Monitorace a zalohovani Linuxového serveru



Jvod - vyuziti virtualizace pro
instalaci Linuxoveho serveru

* Nainstalujeme, nakonfigurujeme a pripojime k
pocitacove siti virtualni stroj s “holym® Linuxem, do
kterého budeme nasledné pridavat dalsi funkce



Hardwarova podpora virtualizace

* VV BIOSU / UEFI pocitace, na kterém ma bézet
virtualizacni hypervisor, je potreba virtualizaci
povolit

* Tato moznost je k dispozici jako ,, Enable
Virtualization®, ,,Enable VT-x“ (procesory Intel),
,Enable AMD-V* (procesory AMD) Ci podobné

* Do BIOSu se dostaneme vétsinou pomoci klavesy
DEL Ci F2 po zapnuti napajeni

* \V pripadé nezdaru nam pomuze Pan Google



Virtualizace

* Vice OS na jednom HW

* Nova vrstva nad OS, ktera vytvori virtualni HW
vrstvu

Operating System A new
layer of

software...

Physical Host Hardware
& O LB i

Without VMs: Single OS owns With VMs: Multiple OSes
all hardware resources share hardware resources

Physical Host Hardware
- Virtual Machine Monitor (VMM)




Spravce virtualnich stroju

* Program, ktery se stara o
virtualizaci prostredku Fm— SeEs
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Spravce virtualnich stroju |l

* Nejpouzivanéjsi nastroje:
e VirtualBox (Oracle) — multiplatformni, zdarma

* VMware Workstation (VMware) — castecné
placené

* Hyper-V (Microsoft) — zdarma, pouze pro OS
Windows




Instalace hypervizora

* Nainstalujte si pouze jeden Vami vybrany
hypervizor

* Hyper-V se ,instaluje” povolenim ve funkcich
Windows (Ovladaci panely -> Zapnout nebo
vypnout funkce Windows -> Zaskrtnout Hyper-V)

e Ostatni nastroje se instaluji pomoci instalacnich
souboru dostupnych na oficidlnim webu produktu

* Napriklad na dalSich slajdech je popsana instalace
VirtualBoxu



VirtualBox

e Ke stazeni: https://www.virtualbox.org/

* ExtensionPack: Podpora USB zarizeni,
vzdalené plochy...

* PHPVirtualBox: open-source projekt pro
spravu VirtualBox pres webové rozhrani:
http://sourceforge.net/projects/phpvirtual

box/




VirtualBox |

* Moznost pozastavit VM za chodu
(spousténi VM pouze podle potreby)

* Vytvareni snapshotu — stavu VM (obsah
virtualniho disku a konfigurace VM)

* Import a export VM (obnova poskozené
instance, prenos na jiny HW) = vytvoreni
appliance



VirtualBox — Instalace

1. Stahneme aktualni VirtualBox a jeho
ExtensionPack

2. Oboji nainstalujeme

-




Priklad vytvoreni vm ve
virtualboxu

* Podrobny tutorial napriklad na:
https://www.virtualbox.org/manual/ch01.html




Wind o
Server il Se?ve?wg (9)\ B B

W oEhSUSE fedora

* PrizpUsobeny operacni systém pro dlouhodoby béh,
spolehlivost a maximalni vykon sluzeb (servisu)

e Servery zalozené na Windows: Windows Server
2016, 2012, 2010...

 Servery zalozené na Linuxovém jadre: Ubuntu
server, Debian, Fedora, OpenSUSE, Kali Linux...

9@ @ s

== Windows Server 2012 debian ubuntu



Ubuntu Server @

ubuntu

* Budeme pouzivat Ubuntu Server v nejaktualnéjsi
verzi

e Ubuntu Server je bez GUI (sprava pouze pomoci
konzole), coz vede k vétsSimu vykonu a mensim
narokim nez desktopové Ubuntu (rozdily ale
nejsou prilis velké)

e GUI Ize kdykoliv doinstalovat Ci zakazat (navic je k
dispozici vice moznych GUI) a tak je mozné z
Ubuntu Serveru udélat Ubuntu Desktop a naopak



Ubuntu Server | @

ubuntu

e Ubuntu udrzuje dveé verze — Latest a LTS (long-time
support)

* LTS verze maji dlouhodobou podporu a jsou stabilngjsi

* LTS verze by meli tudiz byt pouzivany pro serverova
reseni

* VV ramci tohoto cviceni budeme pouzivat Latest Ubuntu
Server

* |[nstalacni image Latest Ubuntu Serveru (ne LTS)
stahneme z:
https://www.ubuntu.com/download/server

* Po stazeni pripojime image k mechanice VM a stroj
spustime




Ubuntu Server |l

Pripojime image
Spustime VM
Nastavime jazyk
Nastavime oblast

Nastavime klavesnici

21 R A e

Nastavime hostname —
prijmeni.biops.fbmi.cvut.cz, uzivatele a heslo

7. Po instalaci nezapomenout odpojit image Ubuntu



Ubuntu server — Rozlozeni disku

* MuZzeme manualné rozlozit disk - vytvorime swap a
root

* Existuje nepsané pravidlo: swap udélat 2x vétsi nez
velikost RAM a umistit jej na zacatek disku (rychlejsi
Cteni a zapis — predevsim u magnetickych disku, ve
virtualnim stroji nebo na SSD disku nema pozice
swapu vyznam)

* Nebo nechat systém automaticky rozlozit disk
(,Guided — use entire disk®) — udéla swap, root a
,Zachranny oddil”



Ubuntu server — Konfigurace site

e Ziskavani adresy z DHCP vs. manualni pevna adresa
— pokud nemame udélané DyDNS, pak servery
mivaji pevne nastavenou IP adresu

* Pozdéjsi editace v /etc/network/interfaces

* Souvisejici témata k samostudiu: sitovani, sitove
prvky, verejna vs. lokalni IP adresa, IPv4, IPv6, VPN,
DHCP



Ubuntu server — Konzole

* Nejrychlejsi ovladani (a na serverove edici jediné) je
pomoci konzole

* Jednotlivé prikazy zadané do konzole jsou
Zpracovavany

* Volani programu s ruznymi parametry, spousténi
skriptd...

e Zaklad je spustit si konzoli...

* VV desktopove edici napf. programem Terminal, v
serverove edici jsme po prihlaseni (loginu) rovnou v
terminalu



Ubuntu server — Programy

* Napoveda k prislusnému programu:
1. <nazev programu> --help
2. man <nazev programu>

THE
MAN |
 MANUAL (]




Ubuntu server — Sprava aplikaci

* Pro instalaci a spravu aplikaci slouzi v Ubuntu
Apptitude

* Instalace programu z dostupného distribucniho
kanalu:

apt-get install <jméno baliku>
* Odinstalovani baliku:
apt-get remove <jméno baliku>




Ubuntu server — Sprava aplikaci [l

* Aktualizace seznamu dostupnych baliku: apt-get
update

e Upgrade nainstalovanych balikt: apt-get upgrade
e ,Chytry“ upgrade baliku: apt-get dist-upgrade
e Odstranéni nepouzivanych baliku:

apt-get autoremove
* Odstranéni stazenych baliku: apt-get autoclean




Ubuntu server — Sprava aplikaci |l

* Instalace ze stazeného baliku (*.deb — Ubuntu je
odvozeno od Debianu):

dpkg -i <balik.deb>
e Odstranéni nainstalovaného baliku:

dpkg -r <balik>




Aktualizace virtualu

* Pro aktualizaci balicku je nutné byt root — tim se
stanete zadanim prikazu: sudo su a naslednym
zadanim hesla

* Nasledné si zaktualizujte balicky pomoci
nasledujicich prikazu:
apt-get update
apt-get upgrade
apt-get dist-upgrade
apt-get autoremove
apt-get autoclean



Ubuntu server — MIC

* Midnight commander

» Spravce souborového systému

e UziteCny nastroj bez kterého nelze server spravovat
* Instalace: apt-get install mc
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* Image CD s programy, které se instaluji ve VM

Virtualbox guest additions |

* Programy a sluzby, které optimalizuji OS bézici ve
VirtualBoxu ( pri pouziti jiného hypervizoru je nema
smysl instalovat)

* Umoznuji napriklad automaticke prihlasovani,
sdilenou schranku, sdilené slozky, synchronizaci
casu, vylepsenou grafiku ve VM apod.

* Diky tomu muzeme sdilet slozky ve fyzickém OS
nasemu VM a tyto slozky jsou automaticky po
startu VM pristupné
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Virtualbox guest additions Il %g}i%a&
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1. Ve VirtualBoxu pripojime obraz CD
VBoxGuestAdditions.iso do naseho VM

2. Nasledujicim prikazem vytvorime slozku
/mnt/cdrom, pokud jiz neexistuje: mkdir
/mnt/cdrom

3. Ve VM poté pripojime (namountujem) toto
,VvioZzené CD“ do slozky /mnt/cdrom prikazem:
mount /dev/cdrom /mnt/cdrom
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e Skript VBoxLinuxAdditions.run, ktery budeme
spoustet, vyzaduje mit nainstalovany balik DKMS,
proto jej nejprve nainstalujeme:

apt-get install dkms -y

* Otevieme namountované CD ve slozce /mnt/cdrom
a spustime skript VBoxLinuxAdditions.run

e Po probéhnuti skriptu odpojime (un-mountujeme)
CD pomoci:

umount /mnt/cdrom



Restart a vypnuti ubuntu serveru

* Pro ,odhlaseni se” jako root pouzijeme prikaz: exit
* Pro restart serveru pouzijeme prikaz: reboot
* Pro vypnuti serveru zadame prikaz: shutdown -P 0



Restart a vypnuti ubuntu serveru

* Pro ,odhlaseni se” jako root pouzijeme prikaz: exit
* Pro restart serveru pouzijeme prikaz: reboot
* Pro vypnuti serveru zadame prikaz: shutdown -P 0



/abezpeceni Linuxového serveru -
HOSTS, HOSTNAME, IPTABLES a
vzdalena sprava

* Nyni z holého virtualizovaného Linuxu udélame Ubuntu
Server, ktery pripravime pro bezpecné nasazeni
serverovych sluzeb instalaci a konfiguraci zakladnich
nastroju



Ubuntu server
— Hosts a hostname

* Soubor /etc/hosthame obsahuje nazev pocitace
(vyplnovalo se pri instalaci) — napriklad
havana.albertov.cz

* Soubor /etc/hosts obsahuje seznam hostU a jejich
IP adresy (je to predchidce sluzeb DNS) a mél by
minimalné obsahovat tento zaznam:

127.0.0.1 localhost

* Poté by mél obsahovat zaznam o sobé samotném —
v prikladu:

127.0.0.1 havana.albertov.cz havana



Ubuntu server — Vzdalena sprava |

e Sprava serveru na dalku

* Pomoci konzole, vzdalené plochy nebo webového
rozhrani

e Konzole: SSH

* Vzdalena plocha: RDP protokol, TightVNC - Q *
(http://www.tightvnc.com) o Y,

 Weboveé rozhrani: Webmin
(http://www.webmin.com)

—_—

@ wepmin



Ubuntu server — Vzdalena sprava |l

e Servisa SSH: apt-get install openssh-server

(ssh = klient pro pripojovani, ssh server = servisa na
strané cilového pocitace)
» Konfiguracni soubor: /etc/ssh/sshd_config

e Dulezité parametry:

* Port, na kterém nasloucha (defaultné na portu 22,
zmena pro ,,zmatnuti“ pripadného utocnika)

* IP Adresy, ze kterych ma byt povolen pristup (omezeni z
lokalni sité apod.)

e Seznam uzivatelli nebo skupin, které maji mit povoleny
pristup (omezeni pristupu pouze na administratora)



Ubuntu server — Vzdalena sprava |l

 Klienti pro pristup pomoci SSH pro Windows:
e PUTTY (http://www.putty.org/) 5 e —
* Bitvise Tunnelier (http://www.bitvise.com/) | | mmmmemee—

* Bitvise WinSSHD (http://www.bitvise.com/) | "5 LIzt

* Pfipojeni z Linuxového OS: ssh e
uzivatel:heslo@server
* Pripojeni z Windows 10 (od r 2018): ssh o

uzivatel:heslo@server
* Pripojeni z Mac OS: program Terminal

 Existuji také pro ostatni (i mobilni) operacni
systémy



Ubuntu server —Vzdalena sprava |V
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Ubuntu server — Mailovy klient SSMTP |

* Program (nikoliv sluzba) pro odesilani mailu z
konzole, ze skriptu

* Pro notifikace spravce, pokud se néco pokazi nebo
nepovede (nebo naopak pokud se napriklad
provede Uspesne zaloha)

* Instalace: apt-get install ssmtp
* Konfigurace: /etc/ssmtp/ssmtp.conf



Ubuntu server — Mailovy klient SSMTP ||

* Musime definovat postovni server, ze kterého
budeme odesilat a autentizaci, pokud je potreba;
dale to, zda se jedna o zabezpecenou komunikaci

* Nasledujici konfigurace umozni odesilat z fakultniho
mailového serveru bez nutnosti autentizace; plati
pouze pro odesilani z lokalni fakultni sitée



Konfigurace ssmtp

root=server@fbmi.cvut.cz # Prichozi
adresa mailhub=smtp.fbmi.cvut.cz # SMTP
server

rewriteDomain=ppp.fbmi.cvut.cz #
Odesilaci doména adresy

FromLineOverride=YES # Povoleni vlastni
adresy odesilatele

UseTLS=NO # Zabezpecené spojeni se
serverem pomoci TLS



ani mailu |

@

Ubuntu server — Odesi

* Priklad odeslani mailu z konzole Ci
skriptu:

ssmtp -t < zprava.mail

* Prepinac ,-t‘ specifikuje, ze adresa
prijemce se nachazi v predaném souboru
 zprava.mail je soubor, ktery obsahuje

samotny mail, ktery presmeérujeme do
vstupu programu ssmtp

e Soubor ma striktné dany format



ani mailu |l

@

Ubuntu server — Odesi

To:prijemce@gmail.com

From:moje.adresa@neconeco.com
Subject:Predmet zpravy

Telo zpravy. VsSimnete si
dvojitého odradkovani mezi
predmetem zpravy a telem
zpravy. To je vyzadovano.



Ssmtp - Alternativy

* Postfix — samotny postovni server, nikoliv klient k
pripojeni k SSMTP serveru

e Sendmail — také samotny postovni server
* telnet



Ubuntu server — Iptables | B
= |

* Pravidla, ktera kontroluji pfichozi a odchozi sitova
spojeni, pravidla se zpracovavaji od prvniho
pravidla, proto je dobré mit nejvytizenéjsi porty a
protokoly co nejvyse

* Funguji jako Firewall, ale mohou také fungovat jako
NAT a PROXY

* Chceme zabranit, aby se kdokoliv mohl pripojit na
jakykoliv port, kromé nami povolenych (vétSinou
pouzivame pouze porty 80 pro HTTP, 443 pro
HTTPS, 22 pro SSH, 8080 pro alternativni HTTP
atd.), dale muzeme napriklad zakazat i ping.




Ubuntu server — IPTABLES packet flow
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Jbuntu server —
PTABLES packet processing
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Iptables vs ipbtables IP 5
* IPTABLES = pro IPv4 (/
* |IP6TABLES = pro IPv6

* Jiny nazev programu pro kazdou generaci IP
protokolu

e Syntaxe a vSe ostatni je stejné



Ubuntu server — Iptables |l B
g |

e Seznam vsech aktualné platnych pravidel véetné
detailU:

iptables -L —v
* Vlozeni pravidla na urcité misto X (indexace od 1):
iptables -1 INPUT X <dalsi parametry>
* Pridani pravidla na konec:
iptables -A INPUT <dalsi parametry>
e Odebrani pravidla z urcitého mista (indexace od 1):
iptables -D INPUT 1



Ubuntu server — Iptables [l -:::

* Povoleni lokalni komunikace — komunikace procesu
mezi sebou (localhost; pridame na prvni misto
(indexace od 1), protoze byva nejvytizenéjsi):

iptables -1 INPUT 1 -i lo -j ACCEPT

* Povoleni navazujicich a pomocnych portu (pozor na
presnou syntaxi!):

iptables -1 INPUT 2 -m conntrack --ctstate
ESTABLISHED,RELATED -j ACCEPT

* Povoleni portu 80 (HTTP) na 3. misté:
iptables -l INPUT 3 -p tcp --dport 80 -j ACCEPT



Ubuntu server — Iptables |V

* Povoleni pingu:
iptables -1 INPUT 4 -p icmp -j ACCEPT
* Logovani pokusU o pripojeni na ostatni porty:

iptables -l INPUT 5 -m limit --limit 5/min -j LOG --log-
prefix "iptables denied:" --log-level 7

* Odmitnuti ostatnich pripojeni:
iptables -1 INPUT 6 -j DROP



Ubuntu server — Iptables V =

* Stejné jako jsme nyni vytvorili filtrovaci pravidla pro
IPv4, meéli bychom vytvorit filtrovaci pravidla pro
IPv6

* \/lyse pridana pravidla pridame i do v6 tabulek:
misto iptables budeme pouzivat prikaz ip6tables



Ubuntu server — Iptables VI

* Pravidla se sama neukladaji a po restartu o né
prijdeme
* Proto je potreba:

1. vytvorit si dva skripty, které pravidla ulozi a
opét nactou — tyto pravidla skripty budou
spoustény pri urcitych udalostech

2. Doinstalovat balik iptables-persistent (ktery
déla ve skutecnosti stejnou praci jako bod 1 —

viz zdrojové kody baliku iptables-persistent na
https://packages.ubuntu.com/)




Ubuntu server

— [ptables persistent

* Balik spravuje pravidla jak pro IPv4, tak pro IPv6
* |nstalace:
apt-get install iptables-persistent

* Manualni ulozeni konifgurace iptables (v zavislosti na
verzi Ubuntu):

/etc/init.d/iptables-persistent save
netfilter-persistent save

 Manualni nacteni konifgurace iptables (v zavislosti na
verzi Ubuntu):

/etc/init.d/iptables-persistent load
netfilter-persistent load




Ubuntu server — Iptables VII -:::

* Manualni ukladani a nacitani pravidel se vynuti

vytvorenim dvou skripu ve specifickych slozkach v
/etc/network/* ****

 Skript iptablessave ulozime do slozky
/etc/network/if-post-down.d

 Skript musi mit atribut executable: chmod +x
./iptablessave



Ubuntu server
— Obsah skriptu iptablessave

#!/bin/sh

iptables-save -c > /etc/iptables.rules

ip6tables-save -c >
/etc/ip6tables.rules

exit ©




Ubuntu server — Iptables IX

* Vice o konfiguraci iptables:
https://help.ubuntu.com/community/IptablesHowTo

e Zprovoznéni NAT a PROXY:
http://www.karlrupp.net/en/computer/nat tutorial




Ping serveru

e 7/ jiného pocitace vyzkousime, jestli je nas VM
pripojen k internetu

* Spustime prikazovy radek a zavolame:
ping <adresa VM>
e Jak zjistime IP adresu naseho VM?
ifconfig
...a budeme hledat inet addr u ethO



Nasazeni, konfigurace a zabezpeceni
weboveho serveru a redakcniho
systéemu

* Nyni nainstalujeme LAMP server, ktery bude
obsahovat webovy server, databazovy server a
podporu skriptovani PHP.

* Ten nasledné vyuzijeme k instalaci redakéniho
systému Wordpress



Docasna editace hosts

* Simulace DNS serveru pro nase vymyslené domeény
pouze v ramci tohoto predmeétu (po ukonceni vyuky
pridané zaznamy smazeme)

* Pred odeslani zadosti o prelozeni zaznamu se prochazi
soubor hosts, ve kterém se hledaji zaznamy o
doméné/adrese

e Pokud zaznam najde, pouzije jej; v opacném pripadé
kontaktuje DNS server

* Lokalni forma DNS sluzby
e Z historickych duvodu, predchudce dnesni DNS sluzby
* ZpUsob patchovani aktivaci nékterych programu



1. www.nic.cz?
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Docasna editace hosts Il

Ve Windows: C:\Windows\System32\drivers\etc\hosts
V Linuxu a Mac: /etc/hosts

Pro editaci je nutné byt root, respektive otevrit soubor
v poznamkovém bloku, ktery mame spustény jako
spravce

Potreba védét IP adresu VM (prikazem ifconfig)

Budeme editovat soubor tam, kde mame k dispozici
webovy prohlizec ( nejlépe ten OS, kde bézi hypervizor)

<IP adresa VM> = |IP adresa vaseho VM

<prijmeni> = vase prijmeni bez interpunkce ( napriklad
,kucera®)




DocCasnha editace

— pridani zaznam

<IP adresa VM> mywordpress.<pfijmeni>.edu
<IP adresa VM> mywebsite.<pfijmeni>.net

<IP adresa VM> g )
zencart.mywebsite.<prijmeni>.net

<IP adresa VM>
eshop.mywebsite.<pfijmeni>.net

<IP adresa VM> = ,
joomla.mywebsite.<pfijmeni>.net

<IP adresa VM> jml.mywebsite.<pfijmeni>.net
<IP adresa VM> beershop.<pfijmeni>.cool

<IP adresa VM> www.beershop.<prijmeni>.cool
<IP adresa VM> <pfijmeni>.blog

<IP adresa VM> www.<pfijmeni>.blog

nosts
U

<IP adresa VM> git.<pfijmeni>.io

<IP adresa VM> svn.<pfijmeni>.io

<IP adresa VM> jenkins.<pfijmeni>.io
<IP adresa VM> docs.<pfijmeni>.io
<IP adresa VM> bugs.<pfijmeni>.io

<IP adresa VM> ftp.<prijmeni>.io
<IP adresa VM> samba.<pfijmeni>.io

<IP adresa VM> munin.<prijmeni>.io
<IP adresa VM> bugs.<pfijmeni>.io

<IP adresa VM> docs.<pfijmeni>.io



LAMP

e Zkratka pro Linux, Apache, MySQL a PHP

* Instalace nékolika zpusoby:
* Pomoci tasksel pri instalaci nebo kdykoliv po ni
* Instalaci kazdého baliku zvlast

* Podrobny navod na instalaci a konfiguraci:

http://www.linuxexpres.cz/praxe/sprava-
linuxoveho-serveru-instalace-lamp




LAMP - TASKSEL

* Instalace tasksel:
apt-get install tasksel
tasksel

* \ybereme LAMP server, pri instalaci nas vyzve k
heslu pro spravce databaze

1 Software selection |
You can choose to install one or more of the following predefined

collections of software.




APACHE

Apache |

» Apache?, http://httpd.apache.org/
e Zkratka A Patchy Server

* Softwarovy webovy server, open-source,
multiplatformni a nejrozsirengjsi

* Podpora mnoha funkcionalit (kromé samotného
web serveru):

* Virtualni weby (dnes si vyzkousime)
* Proxy (priste)
* SVN server (priste)



el

Apache |l

* Instalace:

apt-get install apache?2
e Overeni: otevreni webu v prohlizecCi s adresou VM *

 Alternativy:
e Lighttpd [Lighty]: http://www.lighttpd.net/
* NGINX [Engine-X]: http://nginx.org/
* Cherokee: http://cherokee-project.com/

* * Na jakém portu bézi HTTP? Mame je povolené
v IPTABLES?



APACHE

Apache ||

* Apache defaultné zobrazuje obsah adresare
/var/www/html (drive /var/www), ktery je
pripraven pro webové stranky

* Zde se nachazi soubor index.html, ktery se nam po
instalaci defaultné zobrazuje



PHP |

e PUvodni nazev: Personal Home Page, nyni
oznacovano jako Hypertext Preprocessor

e http://www.php.net/

* Programovaci jazyk pro vytvareni dynamickych
webovych stranek

* Nativni podpora databazi, spravy soubort, COOKIES
atd.

* Moznost psani desktopovych aplikaci



PHP 1l

* Nejvetsi vyvoj v poslednich letech diky Facebooku
(ktery je v ném napsany)

* Od verze 5 s podporou objektt a OOP konceptu

e Aktualné verze 7 (generace 7), udrzuje se i
verze/generace 5

* PHP nabizi moznost pristupu k operacnimu systému
hostujiciho OS (potencionalni slabé misto pfi Spatné
konfiguraci, které dovoli pristup na hostujici OS)

e Alternativy: Java, Javascript, Python, Ruby, F#, C#, ...



PHP — Instalace |

* |Instalace samotného PHP a knihovny, ktera jej propoiji s
apache:

apt-get install php libapache2-mod-php
* Restartujeme apache:
service apache? restart

e Ovéreni, zda PHP funguje: vytvorime ve
/var/www/html soubor index.php s obsahem:

<?php phpinfo(); ?>

* V prohlizeéi poté otevieme <adresa vm>/index.php a
meéli bychom vidét detailni konfiguraci PHP (jez byla
vracena funkci phpinfo())



PHP — Instalace Il

* Nékteré aplikace (redakcni systémy apod.)
potrebuji dalsi doplnky PHP

* Seznam aktualné dostupnych doplnku:
aptitude search php

* Pozor na doplnék php-cli (Command line
interpreter), diky kterému je mozné pomoci
webového prohlizece provadét na serveru
konzolové prikazy (brana pro hackery)



MySQL

* NejrozSirenéjsi open-source databaze, nyni vlastni firma
Oracle

e http://www.mysgl.com/

e Alternativy:
e PostgreSQL: http://postgres.cz/wiki/PostgreSQL
* Firebird: http://www.firebirdsgl.org/
 MS-SQL: https://www.microsoft.com/

>

Microsoft®

(2) Firebird
PostgreSQL SQL Server




MySQL — Instalace My R

* Instalace PHP doplnku pro podporu komunikace s MySQL a
instalace samotného MySQL:

apt-get install mysql-server php-mysql

 BéEhem instalace je vyrazné doporuceno zadat heslo do
databaze (a zapamatovat si jej) pro administratorsky ucet



PHPmMyAdmin J/J\\

\

1 Admii

 Administrace MySQL databaze pres webové rozhrani
* Napsano v PHP

e Ke stazeni na: http://www.phpmyadmin.net

* Moznost instalace pomoci apt-get

* Cesky navod na: http://www.linuxexpres.cz/praxe/sprava-
databazi-pomoci-phpmyadmin




PHPmyAdmin — Instalce

Instalace:

apt-get install phpmyadmin

Pri instalaci zvolit (mezernikem), ze pouzivame apache?2

e Overeni: v prohlizeci otevrit adresu <adresa
vm>/phpmyadmin

* Username: root, heslo: vlozené pfri instalaci

 Vice detailt ohledné spravy:
http://www.linuxexpres.cz/praxe/sprava-databazi-pomoci-
phpmyadmin




Apache — Struktura http serveru |

* Cil: mit vice virtualnich hostl na jednom serveru

* Nami pozadovana struktura v nasledujici tabulce



Apache — Struktura http serveru |l

Adresa

Popis

http://<IP adresa VM>/

http://<IP adresa VM>/phpmyadmin
mywordpress.<pfijmeni>.edu
mywebsite.<prijmeni>.net
zencart.mywebsite.<pfijmeni>.net
eshop.mywebsite.<pfijmeni>.
joomla.mywebsite.<prijmeni>.net

jml.mywebsite.<prijmeni>.net

root zakazat a zamezit pristup do
/var/www/html

administrace MySQL databaze
Wordpress systém

Drupal systém

ZenCart e-shop

Alias pro ZenCart e-shop
Joomla redak¢ni systém

Alias pro Joomla redakcni systém




Apache — Struktura http serveru Il

Adresa Popis

beershop.<pfijmeni>.cool OpenCart e-shop
www.beershop.<pfijmeni>.cool OpenCart e-shop

<pfijmeni>.blog Alias pro Wordpress
www.<prijmeni>.blog Alias pro Wordpress
git.<pfijmeni>.io Proxy pro GitLab (udélame pristé)
svn.<prijmeni>.io Proxy pro SVN (udélame pfristé)
jenkins.<pfijmeni>.io Proxy pro Jenkins (udélame pristé)

ftp.<prijmeni>.io Proxy pro FTP (udélame pristé)




Apache — Konfigurace

* Velice komplexni
* Povolovani ruznych madu: a2enmod ... (pouzijeme pristé)

e Sprdava virtualnich hostl, proxy apod. pomoci souboru
/etc/apache2/ports.conf

e Kazda zmeéna v konfiguraci se projevi az po restartu sluzby
nebo znovu-nacteni jeji konfigurace

 Priklady konfiguraci:
http://httpd.apache.org/docs/2.2/vhosts/examples.html




Apache
— QOvereni a aplikace konfigurace

e Restart sluzby:
service apache2 restart
e Znovu-nacteni konfigurace:

service apache2 reload



ni hostove

Apache — Virtua

* Na zakladé HTTP requestu se rozhoduje, ktery obsah
(adresar) se zobrazi

 Moznost filtrovani na zakladé cilového zdznamu, cilové IP
adresy, zdrojoveé IP adresy,...

* Duvod: vice DNS zaznamU ukazujici na jeden server a tedy
vice webu béZicich na jednom serveru (= jednom OS)
(typicky webhosting)

I |
www.A.com

- / " www.B.com
el WwWw.C.com
Q

i

Apache
Virtual Hosts

www.D.com

i



—

Q | —
W WL YIS it cuh\ DMS server Wb sariat ,/";TUEHhﬂStl targeted foldar

e, I N—

—""" ——ad — .

virtualhost2 targeted folder
WWW, vlrtu host2, cum \

o -

virtualhost3 targeted folder

i

L1

wiww.virtualhost 3.com



 MuZeme rozliSovat na zakladé jména (hame-based) nebo IP
adresy (IP-based)

* Vice ruznych webU na ruznych IP adresach, nebo jednu Ci
vice domén smeérujici na jednu nebo vice IP adres

* Problém u HTTPS - jmenné rozliSovani z principu nefunguje
= na jedné IP adrese a portu je mozné provozovat pouze
jediny HTTPS (virtualni) web |
- www.A.com |

WWW. C com
Apache |
Virtual Hos

.—...‘
\ www.D. Cam



Apache — Obsah ports.conf

* Naslouchani na portu 80:
Listen 80



Apache
— Vytvoreni hosta pro wordpress

<VirtualHost *:80>
ServerName mywordpress.<prijmeni>.edu
ServerAlias www.mywordpress.<prijmeni>.edu
DocumentRoot /var/www/wordpress
</VirtualHost>



Apache
— Vytvoreni hosta pro zencart a jeho alias

<VirtualHost *:80>
ServerName zencart.mywebsite.<prijmeni>.net

ServerAlias *.zencart.mywebsite.<prijmeni>.net
eshop.mywebsite.<prijmeni>.net

DocumentRoot /var/www/zencart
</VirtualHost>

Zencart

The art of e-commerce




Apache
— Rizeni pristupu k souborim a adresarum |

* Priklad: odmitnuti pristupu k zencart z adresy 1.2.3.4:
<Directory /var/www/zencart/>
Order deny,allow
Deny from 1.2.3.4
Allow from all
</Directory>



Apache
— Rizeni pristupu k souborim a adresarum ||

* Priklad: odmitnuti pristupu k zencart z adresy 1.2.3.4:
<Directory /var/www/zencart/>
Order deny,allow
Deny from all
Allow from 1.2.3.4
</Directory>



Apache
— Vypnuti prohlizeni adresarove struktury

* Velké bezpecnostni riziko, pokud je prohlizeni povoleno

* Do direktivy <Directory> ...</Directory> pro prislusny
adresar se vlozi direktiva ,Options -Indexes”:
<Directory /var/www/zencart/>
Options -Indexes
</Directory>



Apache — Zakazani pristupu do adresare

<VirtualHost *:80>
ServerName localhost
DocumentRoot /var/www/html
<Directory /var/www/html/>
Order deny,allow
Deny from all
</Directory>

</VirtualHost>



Apache — Aliasy

e Aliasy = na urcité URL navazany jiny adresar Ci jina
webova aplikace (napr. web /shop a /opc ukazuje na
/var/www/opc ):

Alias /shop /var/www/opc
Alias /opc /var/www/opc
<Directory /var/www/opc >
Order allow,deny
Allow from all
</Directory>



Apache — Mod rewrite

* Mod rewrite = pekna URL

Napriklad adresu
http://www.example.com/index.php?nazev clanku=sprava
linuxoveho serveru prepise na
http://www.example.com/clanky/sprava linuxoveho server
u.html

* Povoleni modu:
a2enmode rewrite

* Konfigurace pomoci direktiv RewriteEngine, RewriteBase a
RewriteCond



Apache — Mod chroot

oot Our chroot jail that host Apache
sbin Web Server and owned by
tmp the user "wwww"

This is our chroot jail bubble, which handle
1 a small copy of our Linux file system structure.

¢ Zvyseni bezpecnosti N

e Udela pro apache urcity adresar korenovym adresarem

Teoreticky se neni mozné dostat z tohoto adresare

e Potreba doinstalovat libapache2-mod-chroot:
apt-get install libapache2-mod-chroot

e Potreba povolit mod:

a2enmod mod_chroot

A zvolit adresar (v httpd.conf): ChrootDir /var/www

Pozor! Nékolik souvisejicich problému (vice informaci na
webu)



Web Web
Client Proxy

Apache — Proxy

Connection #1:

Client opens Proxy‘opens

nnnnnn tion, Proxy connection to Server,
forwards Server's
responses back to

intercepts it and

impersonates Server -
Client through

Connec tion #1

Connection #2:

Web
Server

* Proxy se chova jako zastupce — v tomto kontextu je web proxy
zastupce, pres ktery se dostavame k cilovému zarizeni nebo

portu
* Duvody: DMZ, presmeérovani na jiny port, ...

* VyzkouSime pristé pro SVN, GIT a Jenkins



et et e e e

'mod_ss| =¥

Apache — SSL (HTTPS)

* Potreba povolit SSL mdd a v apache a restartovat ho
a2enmod ssl
service apache?2 restart
* Povoleni pripravené sablony pro zabezpeceny web:
a2ensite default-ssl

* Potreba ziskat certifikat (nechat si podepsat od autority
nebo si ho sam podepsat)



Apache — Varovani

» Casté varovani pfi spousténi nebo restartu apache:

,apache2: Could not reliably determine the server’s fully
qualified domain name, using 127.0.0.1 for ServerName*

e Redeni:

1.

V /etc/apache2/apache2.conf doplnit na konci direktivu
ServerName localhost

V /etc/hostname mit plné kvalifikované jméno (nap.
kucera.pp.fbmi.cvut.cz)



PHP - konfigurace

* Hlavni konfiguracni soubor pro apache:
/etc/php/<VERZE>/apache2/php.ini

* Velice dobre dokumentovany soubor

* Detailnéjsi konfigurace:
http://www.linuxexpres.cz/praxe/sprava-linuxoveho-
serveru-konfigurace-lamp-php




PHP
— Dulezité parametry a jejich optimalni hodnoty |

expose php = Off

memory limit a max_execution time : <snizit podle
vykonu serveru>

diplay _erros = Off <- dllezity parametr, v produkéni
verzi na Off!

display startup _errors = Off
allow url fopen = Off
allow url include = Off




PHP
— Dulezité parametry a jejich optimalni hodnoty Il

disable functions = shell exec, exec, system, passthru,
proc_close, proc_open, proc_get status, proc_nice,
proc_terminate, dl, popen, pclose, chown,

disk free space, disk total space, diskfreespace,
fileinode, max_execution _time, set time limit,
highlight file, show _source, phpinfo, chgrp, symlink

* Po upravé php.ini je potreba znova nacist
konfiguraci:

service apache2 reload




MySQL — Konfigurace |

e Sprava pomoci PHPMyAdmin:
1. Vytvoreni databaze

2. Vytvoreni uzivatele, ktery bude mit pristup do nové
databaze

3. Nastaveni opravneni
4. Otestovani pripojeni
* Vice informaci na:

http://www.linuxexpres.cz/praxe/sprava-databazi-pomoci-
phpmyadmin




MySQL — Konfigurace |

* Pro kazdy systém a eshop vytvorime vlastni databazi
* Napriklad databaze wp, jml, zen, opc

* \lytvorime uzivatele(é) a ddme mu pristup k databazim: bud’
pro kazdou databazi jiného uzivatele (obecné lepsi a

vV eV /

pristup ke vSem databazim (nepraktické reseni, ale v ramci
tohoto predmeétu dostacuijici)



HOSTS a Virtualni hostové v apache

* Pokud nemame stale upraveny soubor hosts v OS, ze
kterého budeme pristupovat k nasim webum nebo nemame
nakonfigurovany Apache pro virtualni hosty, nelze
nasledujici CMS systémy a e-shopy ovérit (viz Docasna
editace hosts a Apache — konfigurace a dale)



CMS

* Content management system(s)
e Redakcni systémy
* Priklady:
* Wordpress: http://cs.wordpress.org/

* Joomla: http://www.joomlaportal.cz/
* Drupal: https://www.drupal.cz/

W A

WORDPRESS Joomial Drupal

e




Wordpress @

WORDPRESS
* \Vyuziva PHP a MySQL

* Pfes 10 milionu stazeni (15 % webovych stranek
celosvétové)

* Pluginy, skiny, vice webU pod jednou spravou
o Ceska lokalizace: http://cs.wordpress.org/

* Ke stazeni: http://wordpress.org/latest.zip

* Moznost instalace pomoci apt-get



Wordpress @
— Instalace pres apt-get

WORDPRESS
* Obdobné narocna cesta jako pri manualni instalaci

* Samotna instalace:
apt-get install wordpress
* Dale je potreba vytvorit symbolicky link pro
Apache:

In -s /usr/share/wordpress
/var/www/html/wordpress

e A dalsi kroky.... Viz podrobny navod na:
https://help.ubuntu.com/community/WordPress

My budeme ale instalovat Wordpress manualné



wget @

WORDPRESS
* Konzolova utilita pro stahovani soubort z webu

* Napr. stazeni souboru latest.zip z webu
Wordpressu:

wget ‘http://wordpress.org/latest.zip’



Wordpress — Instalace
WORDPRESS

* Rozbalime stazeny archiv do /var/www/wordpress (napf.
pomoci unzip Ci nativné v Midnight Commanderu)

 Zménime rekurzivné vlastnika adresare
/var/www/wordpress na www-data:

chown -R www-data:www-data /var/www/wordpress
* V prohlizeCi spustime adresu: mywordpress.<prijmeni>.edu
» Déale postupujeme podle pokynU

* Instalacni privodce je popsan v souboru readme.html



Wordpress — Konfigurace @

WORDPRESS
* Vytvorte si blog

* Vlytvorte si forum

* Vyzkousejte si vlozit prispévek a novy thread to fora



Joomla a Drupal

Obdobné jako Wordpress zprovoznéte jesté dalsi CMS —
Joomla a Drupal

Drupal se da také instalovat pres apt-get, nicméneé jej
nainstalujte opét manualné

Vytvorte dalsi virtualni hosty a jejich aliasy dle tabulky
Vytvorte pfislusné slozky ve /var/www/ pro kazdy CMS

CMS stahnéte, rozbalte, popripadeé zménte rekurzivné opét
vlastnika souboru

Pripojte se k CMS pres webovy prohlizeC a dokoncete
instalaci/konfiguraci CMS

Oveérte funkcnost vlozenim prispévku Ci blogu



Monitorace a zalohovani
Linuxového serveru

* Nyni zprovoznime monitorovani serveru a jeho
automatické periodické zalohovani



Uprava hosts

* Nastartujte VM a porovnejte jeho IP adresu se zaznamy v
souboru hosts, jez jsme pridavali minule

* DHCP velice pravdépodobné pridélilo VM jinou IP adresu,
proto zaznamy v souboru hosts upravte na aktualni IP

adresu VM



Monitorace serveru

 Sledovani vyuziti prostfedkt (RAM, disk, CPU)
 Sledovani bézicich sluzeb
» Sledovani dostupnosti serveru
* Indikace napadeni serveru
* Priklady:
e Munin: http://munin-monitoring.org/
* Nagios: http://www.nagios.org/
e M/Monit: http://mmonit.com/

AMUNIN Nagios




Munin jMUNIN

e Serverova cast a uzel — serverova cast sbira data z uzlu a
zobrazuje je

 Sledovani HW prostredkt, databazi, e-mailové fronty,
procesu

Modularni systém — moznost vytvoreni vlastniho modulu

 Sledovani vzdalenych systému (= uzla)



4MUNIN

Munin — Ukazka |
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Munin — Ukazka Il
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Munin
— Ukazka sledovani spamu na mailserveru

SpamAssassin throughput - by day

SpamAssassin throughput - by week
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W blocked 2.00 382.14m 1.72 7.85 M blocked 1.82 382.14m 1.32 7.85

Last update: Wed Aug 21 22:40:06 2013

Last update: Wed Aug 21 22:40:06 2013
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Munin jMUNIN

* Pokud nemate pridan nasledujici zaznam v souboru hosts na
OS, ve kterém ovérujete funkcnost, nyni jej pridejte:

<|P adresa VM> munin.<pfijmeni>.io



Munin —Zaznam v hosts

e Serverova cast a uzel — serverova cast sbira data z uzlu a
zobrazuje je

 Sledovani HW prostredkt, databazi, e-mailové fronty,
procesu

* Modularni systém — moznost vytvoreni vlastniho modulu

 Sledovani vzdalenych systému (= uzla)

AMUNIN



Munin — Instalace

* Instalace serverové casti (munin) a uzlu (munin-node):
apt-get install munin munin-node

e Poinstalaci je treba nakonfigurovat jak server, tak uzel

AMUNIN



Munin — Konfigurace

* \V naSem pripadé bude server (munin.<pfijmeni>.io)
naslouchat pouze na lokalni smycce (pouze lokalni uzel)

e KonfiguraCni soubor pro serverovou cast:
/etc/munin/munin.conf
e Konfiguracni soubor pro uzel:

/etc/munin/munin-node.conf

AMUNIN



Munin — Konfigurace uzlu

e Editace /etc/munin/munin-node.conf:
* Jméno uzlu pro zobrazeni (slouzi jako pojistka):
host_name <prijmeni>.ppp.fomi.cvut.cz

e Seznam povolenych adres - serverd, jez se budou k uzlu
pripojovat, v nasem pripadé pouze localhost (pozor, zapis
pomoci regularniho vyrazu):

allow 2127\.0\.0\.1S

* Na které adrese ma uzel poslouchat (v naSem pripadé opét
pouze localhost):

w1001 AMMUNIN



Munin — Konfigurace serveru |

* Nejprve je potreba pripravit adresar, do kterého se bude
generovat webovy obsah serveroveé casti:

mkdir /var/www/munin
chown munin:munin /var/www/munin

chmod 777 /var/www/munin

AMUNIN



Munin — Konfigurace serveru ||

 Editace /etc/munin/munin.conf - povoleni a konfigurace
proménnych:

dbdir /var/lib/munin
htmldir /var/www/munin

logdir /var/log/munin
rundir /var/run/munin

tmpldir /etc/munin/templates

AMUNIN



Munin — Konfigurace serveru |l

* Seznam uzlu, ze kterych zobrazovat data:
[<prijmeni>.ppp.fbmi.cvut.cz]
address 127.0.0.1
use_node_name yes

* Direktivou use_node_ name nastavujeme, zda-li vyuzijeme
jméno uzlu, které nam nod posila (viz konfigurace uzlu)

AMUNIN



Munin — Konfigurace apache

e Dveé moznosti:

1. editace apache.conf v adresari /etc/munin: Uprava cest a
nasledné povoleni site

2. Prima editace v /etc/apache2/ports.conf: pridani
virtualniho hosta, ktery bude ukazovat na

/var/www/munin

AMUNIN



Munin — Restart sluzeb

e Restart sluzeb:
service munin-node restart
service munin restart
service apache?2 restart

* A chvili pockat, nez se vygeneruji prvni statistiky

AMUNIN



4MUNIN

* Overeni funkcnosti po instalaci: otevreni
munin.<pfijmeni>.io v prohlizedi

Munin — Overeni
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Munin — Zabezpeceni

 Omezeni ¢teni adresare z ruznych IP adres (konfigurace
apache — cvi¢eni 1 — editace /etc/apache2/ports.conf)

* Dodatecna HTTP autentizace pomoci .htaccess a .htpasswd
(detailnéji dalsi cviceni)

* Vice na http://linuxdev.dk/articles/monitoring-munin

AMUNIN



Munin — Vice serveru |

* Na sledované pocitace se nainstaluje uzel:
apt-get install munin-node
» Uzel nasloucha na portu 4949 -> nutno povolit v iptables

* Povoleni pristupu serverové casti (/etc/munin/munin-
node.conf) nastavenim IP adresy pocitaCe, na které munin
bézi (regularni vyraz!):

allow 21\.2\.3\.4S

AMUNIN
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Munin — Vice serveru |

* U serverové (centralni) ¢asti pridani
kazdého sledovaného serveru v
souboru /etc/munin/munin.conf:

os
cron-driven
fetch of data
check values:
limit exceeded?
-=warn

store data to
RRD files

[serverl.mojedomena.com]
address 1.2.3.4

use_node_name yes

visualize data




Munin — Vice serveru ||

* Praktické vyzkouseni — u vaseho serveru povolte verejny
pristup ze vSech adres (a nezapomernite povolit v iptables
port 4949, na némz uzel vysila) a sdélte kolegovi svoji IP
adresu

* Kolega si Vas prida jako novy uzel

 Sledujte servery a vyuziti Vasich koleg(

AMUNIN



Munin — Zaver

* Detailni privodce: http://www.linuxexpres.cz/praxe/sprava-
linuxoveho-serveru-monitorovani-serveru-munin

 Dokumentace uzlu: http://munin-
monitoring.org/wiki/munin-node.conf




» Spravce uloh v Linuxu, obdoba Planovace uloh (Schedule
Manager) ve Windows

* Jednoduché pouziti — Adresare /etc/cron.hourly,
/etc/cron.daily, /etc/cron.weekly a /etc/cron.monthly, do
kterych se ulozi spustitelny skript (chmod +x), jez provede
pozadovanou Cinnost

e Pozor! skript nesmi mit prfiponu (viz man cron)



CRON | N

* Slozitéjsi periody nebo specifické ¢asy se nastavuji pomoci
pridani zaznamu do souboru /etc/crontab

* Napriklad ve 14:15 1. dne kazdy mésic:
1514 1 * * /srv/backup.sh

* Vice na: http://www.cyberciti.biz/fag/how-do-i-add-jobs-to-
cron-under-linux-or-unix-oses/

* Ok W command to execute
-
I
I

-
I
I
I
[ A
L

L day of week (0 — 7)
month (1 - 12)
day of month (1 - 31)
hour (0 — 23)
min (0 - 59)

————I

-
I
I
I
I
I
L

e sHe e S SHe e SHe e SHe




CRON
— Mmozneé praktické pouziti

e Zaloha SVN repozitaru — 1x tydné

» Zaloha GIT repozitara/Gitlabu — 1x tydné
e Zaloha celého SVN serveru — 1x mésicné

e Zaloha konfigurace Jenkinse — 1x meésicnée
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* Zalohovanim se v tomto kontextu rozumi zabaleni
souboru a adresaru do archivu nebo zavolani
exportu zalohy z dané sluzby a odeslani na FTP
nebo sdilenou slozku (SAMBA)

* Pozadavky:

* (e-mailova) notifikace

* Pripojeni na cilové uloziste

e Osetreni moznych chyb

* Pravidelné spousténi (neni primo soucasti
skriptu)




/alohovaci skripty
— Realna aplikace

* Shellovy skript, ktery zalohuje SVN repozitare tak,
Ze je zabali do archivu s ¢asovou znackou a archiv
presune na SAMBA server a upozorni
administratora o uspéechu nebo neuspéchu



* Pouzijte a upravte vzorovy skript tak, aby zalohoval
workspace Jenkinse jeho zabalenim do archivu a
tento archiv poté pouze presunul na nejaké jiné
misto v serveru (napfr. /srv/backups)

* Nastavte, aby byl skript spoustén kazdé 3 minuty a
ovérte, ze zalohovani funguje

 Poté zalohovani zruste

* Tip: workspace Jenkinse je adresar ,,workspace“ v
domovském adresari Jenkinse
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